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a b s t r a c t

This study is based on dynamic mesh refinement and uses spray breakup models to simulate engine spray
dynamics. It is known that the Lagrangian discrete particle technique for spray modeling is sensitive to
gird resolution. An adequate spatial resolution in the spray region is necessary to account for the momen-
tum and energy coupling between the gas and liquid phases. This study uses a dynamic mesh refinement
algorithm that is adaptive to spray particles to increase the accuracy of spray modeling. On the other
hand, the accurate prediction of the spray structure and drop vaporization requires accurate physical
models to simulate fuel injection and spray breakup. The present primary jet breakup model predicts
the initial breakup of the liquid jet due to the surface instability to generate droplets. A secondary
breakup model is then responsible for further breakup of these droplets. The secondary breakup model
considers the growth of the unstable waves that are formed on the droplet surface due to the aerody-
namic force. The simulation results are compared with experimental data in gasoline spray structure
and liquid penetration length. Validations are also performed by comparing the liquid length of a vapor-
izing diesel spray and its variations with different parameters including the orifice diameter, injection
pressure, and ambient gas temperature and density. The model is also applied to simulate a direct-injec-
tion gasoline engine with a realistic geometry. The present spray model with dynamic mesh refinement
algorithm is shown to predict the spray structure and liquid penetration accurately with reasonable com-
putational cost.

� 2010 Elsevier Ltd. All rights reserved.
1. Introduction

Due to the competitiveness in the engine industry and the rising
environmental concerns, it is necessary to explore a cost-effective
way to evaluate the engine performance using different injection
strategies, combustion chamber geometries, and alternate fuels.
Nowadays, computational fluid dynamics (CFD) has been exten-
sively used to develop new strategies to optimize the engine
design. One of the key issues in simulating a direct-injection en-
gine is the proper prediction of the fuel spray dynamics using ad-
vanced physical models and numerical schemes. It is known that
the prediction of the fuel spray is sensitive to the grid resolution.
An adequate grid resolution is required in order to obtain accurate
results, especially in the dense spray region (Beard et al., 2000).

Engine sprays are widely modeled by the Lagrangian-drop and
Eulerian-fluid technique. The Lagrangian–Eulerian technique is
based on the particle–fluid numerical model by Dukowicz (1980),
also known as the stochastic parcel method. Each computational
parcel consists of a number of droplets that are assumed to have
identical properties. On the other hand, there are other approaches
based on the Eulerian–Eulerian formulation (Von Berg et al., 2003;
ll rights reserved.
Blokkeel et al., 2003; Beck and Watkins, 2004; Baumgarten, 2006).
These models use an Eulerian formulation for the spray close to the
injector and a Lagrangian formulation for the remaining dilute
spray.

In the Lagrangian–Eulerian approach, the Eulerian mesh for the
gas phase needs to be adequate in order to avoid the mesh depen-
dence, but the excessive reduction of the grid size for the Eulerian
phase may cause a limitation on the Lagrangian liquid phase
description. The Lagrangian liquid phase description is based on
the assumption of a large void fraction within a cell. The coarse
grid size for the Eulerian phase can result in an incorrect prediction
in the gas–droplet momentum exchange. Fast diffusion of momen-
tum will occur using a coarse grid, and the predicted spray pene-
tration will be reduced. On the other hand, a cell volume smaller
than the actual area of influence of the droplet will cause the gas
velocity to exceed the actual velocity, causing spray to over-
penetrate. The grid resolution can also affect the collision algo-
rithm used in the model and further influence the simulation
results (Schmidt and Rutland, 2000; Beard et al., 2000). For in-
stance, the O’Rourke collision model only considers the collision
of droplets in the same cell (Amsden et al., 1989). As the mesh is
refined, fewer potential collision partners are present in each cell.
Thus, the outcome of collision can depend on the grid resolution,
affecting the resulting drop size and spray structure.
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To help alleviate the problem with mesh dependence, dynamic
mesh refinement adapted to spray is an appropriate option. A fine
grid resolution is needed primarily in the spray region, and the dy-
namic mesh refinement can increase the grid resolution in the
spray region. Various adaptive mesh refinement algorithms
(AMR) were developed for numerous purposes (Biswas and
Strawn, 1998; Jasak and Gosman, 2000), particularly for engine
spray simulation (e.g., Nomura et al., 2001; Lippert et al., 2005;
Xue and Kong, 2009; Li and Kong, 2009a,b).

The accurate prediction of the spray dynamics also requires the
use of advanced spray submodels. The nozzle geometry and the flow
characteristics (e.g., cavitation) inside the nozzle strongly affect the
initial liquid jet conditions. Studies were performed to model the
injection process by considering the detailed nozzle geometry and
needle lift (Arcoumanis et al., 1997; Hountalas and Kouremenos,
1998). A nozzle model is also available to predict possible flow
regimes for different injector geometries and injection conditions
(Sarre et al., 1999). The fuel spray is usually modeled for primary
breakup and secondary breakup separately. The initial droplets
and ligaments formed from the liquid jet are modeled using the
primary breakup model. Various models are available to simulate
the primary breakup induced by aerodynamic, cavitation, or turbu-
lence forces (Huh and Gosman, 1991; Arcoumanis et al., 1997; Yi and
Reitz, 2003). O’Rourke and Amsden (1987) proposed a secondary
breakupmodel based on the analogy between a forced oscillating
spring-mass system and the drop deformation. Patterson and Reitz
(1998) developed a hybrid Kelvin–Helmholtz/Rayleigh–Taylor
(KH/RT) model for diesel spray modeling. Beale and Reitz (1999) also
applied this model for gasoline spray simulation.

In this study, the collocated version of KIVA-4 (Torres, 2007) is
used as the baseline code for model implementation. The dynamic
mesh refinement algorithms (Xue and Kong, 2009) are further im-
proved to achieve second-order accuracy at the interface of refined
and unrefined cells by improving the convective fluxing calculations
at the interface. Various submodels for spray are also implemented.
A nozzle flow model is used to simulate the flow inside the nozzle
and predict the initial spray injection conditions. A primary breakup
model is implemented to track the growth of disturbances and the
generation of primary droplets from the cylindrical liquid core.
Two secondary breakup models are implemented based on Kel-
vin–Helmholtz instabilities and Rayleigh–Taylor instabilities.

These models are implemented along with the dynamic mesh
refinement and are validated with experimental data for gasoline
and diesel sprays. Note that experimental validations of spray
modeling using dynamic mesh refinement have not been per-
formed prior to the present study. It should also be noted that tra-
ditionally gasoline sprays and diesel sprays are simulated using
different models, and adjustments in model constants are often re-
quired in order to match experimental data (Kong et al., 1999; Sti-
esch, 2004; Baumgarten, 2006). The present study uses the same
set of models and model constants to simulate both gasoline and
diesel sprays under various conditions. The improved dynamic
mesh refinement algorithm along with the improved spray models
are applied to simulate the mixture formation in a direct-injection
gasoline engine with realistic geometries and operating conditions.
The use of dynamic mesh refinement on the realistic geometries
will provide efficient modeling for the transient engine spray with
reduced computational cost.
Refinement

Coarsening

Fig. 1. Schematic of the refinement and coarsening of cells.
2. Model formulation

2.1. Base CFD code

The CFD code used in this study is KIVA-4 (Torres and Trujillo,
2006; Torres, 2007). KIVA-4 solves the three-dimensional
compressible Navier–Stokes equations and is capable of using
unstructured meshes. The original conservation equations (for
mass, momentum, and energy), source terms (for spray and com-
bustion), and numerical schemes can be found in the original liter-
ature, and thus they are not described in this paper.

KIVA-4 uses the Lagrangian–Eulerian methodology to simulate
engine sprays. The original KIVA-4 (Torres and Trujillo, 2006) used
a ‘‘staggered” approach, in which the velocity is assigned at the
node while the remaining cell properties (density, temperature,
and pressure) are assigned at the cell center. The code used in this
study is based on the ‘‘collocated” approach that assigns all cell
properties at the cell center, including the velocity (Torres, 2007).
The collocation of velocity at the cell center has the advantage of
prescribing velocity boundary conditions on the cell faces rather
than at the nodes. However, the representation of pressure and
velocity at the cell center can cause unphysical pressure oscilla-
tions. Thus, the Rhie–Chow technique (Rhie and Chow, 1983; Tsui
and Pan, 2006) is used to mitigate these oscillations in this study.
In this technique, the flux term u � Að ÞBf is modified by the subtrac-
tion of the pressure gradient as described in Eq. (1). Note that the
variable and convention used in this paper follow those in KIVA-4
(Torres and Trujillo, 2006).

ðu � AÞBf ¼ ðu � AÞ
B
f �

Dt
1
2 ðqc þ qcn

Þ
ðDpÞf �

1
2
½ðDpÞc þ ðDpÞcn

�
� �

� An
f

ð1Þ

where u is the gas velocity A is the area vector. The term u � Að ÞBf is
used for computing the Lagrangian volume, which is required in the
pressure solution. This term is also used in the fluxing algorithm.
(Dp)f is the pressure gradient computed at the face, and (Dp)c and
ðDpÞcn

are the pressure gradients computed at the cell centers for
the two cells adjacent to face f.

2.2. Dynamic mesh refinement algorithm

The schematic of mesh refinement is shown in Fig. 1. The basic
conservation equations for the development of dynamic mesh
refinement can be found in Xue and Kong (2009). The implementa-
tion of dynamic mesh refinement requires modifications in numer-
ical schemes for the calculation of diffusive and convective fluxes
and dynamic timestep adjustment. This study differs from the pre-
vious work (Xue and Kong, 2009) in improved algorithms for mesh
refinement and enhanced numerical schemes to obtain the second-
order accuracy for flux calculation. In the previous mesh refine-
ment approach, the property (i.e., pressure, temperature, etc.)
within a parent cell is assumed constant, leading to a first-order
approximation for the property of the child cells. In the current ap-
proach, a least-squares method is constructed to calculate the cell-
centered property of the child cells. In addition, the improved flux
calculation at the AMR interface also makes the solver more stable.
The changes made in the flux calculation compared to the previous
work are discussed below.

The diffusion flux terms with the form
R

srQ � dA in the conser-
vation equations are the area integrals over surfaces of cells, which
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can be calculated as the sum over the cell faces using a quadrature
rule.Z

s
rQ � dA �

X
f

ðrQÞf � Af ð2Þ

ðrQÞf � Af ¼ acðQ c � Q cnÞ þ a12ðQ 1 � Q 2Þ þ a34ðQ3 � Q4Þ ð3Þ

Q is any thermodynamic quantity, subscript f represents the cell
face, Qc, Qcn are the cell-centered values of the cells connected to
face. Q1, Q2, Q3, and Q4 are the edge-centered values of the four
edges bounding face f, as shown in Fig. 2. These quantities are ob-
tained by averaging the cell-centered values of the cells connected
to the edge. The geometric coefficients ac, a12 and a34 in Eq. (3) are
computed by solving the equations

acðxc � xcnÞ þ a12ðx1 � x2Þ þ a34ðx3 � x4Þ ¼ Af ð4Þ

where xc and xcn are the centers of the cells connected to face f and
x1, x2, x3, and x4 are the centers of the four edges bounding face f. Af

is the face area vector of face f. If face f is an interface between four
child cells and one parent cell, the fluxes at the interface will be
computed as

ðrQ � AÞpf � �
X
ðrQ � AÞcf ð5Þ

where pf is the parent face, c is the child cell faces, and cf is the child
face, as shown in Fig. 3.

The viscous stress tensor
R

sr � dA in the momentum equations
is approximated in the same way as in Eq. (2).Z

s
r � dA �

X
f

rf � Af ð6Þ

If face f is an interface between the parent cell and four child
cells, the term in the left-hand side of Eq. (6) is approximated as

ðr � AÞpf � �
X

c

ðr � AÞcf ð7Þ

The term ðu � AÞLf is used to calculate the Lagrangian cell volume
VL that appears in the pressure iteration and is approximated as

ðu � AÞLpf � �
X

c

ðu � AÞLcf ð8Þ
Fig. 2. Geometric arrangement of points to define the gradient of cell-centered
quantity Q on cell face f.
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Fig. 3. Gradient calculation at the interface f of the child cells and parent cell.
When the mesh is moved with the fluid in the Lagrangian phase,
the mesh is rezoned to the new location, leading to the convective
transport of the flow fields due to the relative movement of the
mesh. The total computational timestep is explicitly sub-cycled.
The number of the sub-cycles is equal to Dt/Dtc, where Dt is the
main computational timestep and Dtc is the convective timestep
that satisfies the Courant condition.

At each sub-cycle the face volume change dVf associated with
cell face f is calculated by considering the total face volume change
from the Lagrangian position to the final position after rezoning.
The following formula is used to calculate the volume change,

dVfc ¼ dVnþ1;n
fc

Dtc

Dt
� Dtcðu � AÞLcf ð9Þ

where dVnþ1;n
fc

is the total volume change of the face f of the cell from
the location at time n to the final location at time n + 1. If dVf is po-
sitive, the face movement leads to the cell volume expansion or, if it
is negative, to the cell volume compression.

The convective fluxes in the conservation equations are explic-
itly sub-cycled and the flux through a normal face into a cell is cal-
culated as

ðqQVÞsc ¼ ðqQVÞs�1
c þ ðqQÞs�1

f � dVf ð10Þ

where q is the density, V is the volume, c is the cell considered, s is
the current sub-cycle, s � 1 represents the previous sub-cycle, and Q
represents the cell-centered quantity. (qQ)f is determined by using
a quasi-second-order upwind (QSOU) scheme at each sub-cycle. If
the face is a coarse–fine interface, Eq. (10) will change to

ðqQVÞsp ¼ ðqQVÞs�1
p �

X
c

ðqQÞs�1
fc � dVfc ð11Þ

where p represents the parent cell and c is the number of child cell
at the coarse–fine interface face.

The convective time step in the algorithm is also modified to ac-
count for mesh movement and the cell size change resulting from
the refinement/coarsening as

Dtn
c 6 CcDtn�1

c min
f

V
jdVf j

ð12Þ

where dVf is the face volume change, Dtn�1
c is the previous time step,

V is the cell volume, and Cc is a constant equal to 0.2. The above
equation is calculated at the beginning of each computational cycle.
The geometrical volume of the newly refined cell is approximately
one-eighth of the parent cell and the face area is approximately
one-fourth of the parent cell. For the newly refined cells, the con-
vective time step is a half of the time step for the parent cell.

To test the accuracy of the current approximation approach that
involves the AMR interface, a linear polynomial of a cell-centered
quantity is assumed within each child cell that has an AMR inter-
face. This polynomial is then used to calculate a theoretical flux
across the interface of the child cell with second-order accuracy.
In the mean time, a flux using the present approximation is also
calculated. If the ratio of the two fluxes is equal to unity, it is be-
lieved that the current approximation is second-order accurate be-
cause the theoretical flux is calculated in second-order accuracy. A
numerical test was conducted in this study to validate the accuracy
of the present approximation approach. In order to account for all
the AMR interfaces, the average of the ratio of the two fluxes over
all the child cell interfaces was evaluated. In this test, the in-
cylinder flow and fuel injection were simulated in a cylindrical
chamber with a moving piston, and the turbulent kinetic energy
was chosen as the cell-centered quantity for flux calculation. The
simulation was from 180 ATDC to 360 ATDC. Fig. 4 shows the



Fig. 4. The averaged ratio of the AMR flux to the theoretical flux based on a linear
profile at the AMR interface for the turbulent kinetic energy in an engine chamber
with a flat piston.
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history of the ratio of the two fluxes. It can be seen that this ratio is
close to unity most of the time, indicating that the present
approach can reach second-order accuracy.

In this study, the refinement and coarsening criterion is the sum
of the fuel drop and fuel vapor mass in each cell. A threshold value
of 1 � 10�6 g is chosen after a series of simulation studies (Xue and
Kong, 2009). This value is chosen based on the consideration of the
mesh density requirement and computational cost. The present
criterion works satisfactorily in engine spray simulation, and the
threshold value remains unchanged during simulation. Notice that
other criteria such as velocity gradients can also be used to resolve
the fuel spray if desired. It is also worth noting that the AMR tech-
nique itself is not intended to reduce the mesh dependence. Rather,
the purpose of AMR is to provide adequate grid resolution for spray
modeling, e.g., typically 1–2 mm cell size (Abraham, 1997; Lippert
et al., 2005). When fuel spray is no longer present in the domain,
the original grid can be restored to avoid using a uniformly fine
mesh for the entire simulation. As a result, the computer time
can be reduced.

2.3. Nozzle flow model

A nozzle flow model provides initial spray conditions for the
subsequent breakup simulation. In direct-injection gasoline and
diesel engines, the injector nozzle geometry affects the fuel atom-
ization and also influences engine combustion and emissions. The
nozzle flow model (Sarre et al., 1999) is implemented in this study.
The conditions inside the nozzle can be estimated from the nozzle
geometry (rnoz/dnoz, radius to diameter ratio of nozzle and lnoz/dnoz,
length to diameter ratio of nozzle), injection pressure, and ambient
pressure (p2). The model output includes discharge coefficient (Cd),
effective velocity (Ueff), average turbulent kinetic energy, spray an-
gle, and initial drop size. The nozzle upstream pressure (p1) can be
initially estimated and will be modified depending on the type of
flow inside the nozzle.

The pressure at vena contracta is then computed and compared
with the saturated vapor pressure (pvapor) to decide whether cavi-
tation occurs in the nozzle. The values of p1, Cd and Ueff can be
determined by the following relations.
p1 ¼ pvapor þ
q
2
� U2

vena ð13Þ

Cd ¼ Cc �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p1 � pvapor

p1 � p2

s
ð14Þ

Ueff ¼ Uvena �
p2 � pvapor

ql � Umean
ð15Þ

The nozzle contraction coefficient (Cc) and velocity at the vena
contracta (Uvena) are determined by the nozzle geometry. The mean
flow velocity (Umean) is calculated based on the flow rate and nom-
inal nozzle area (Sarre et al., 1999).

2.4. Primary breakup model

The breakup of the liquid jet at the nozzle exit is modeled using
a primary breakup model (Yi and Reitz, 2003) by which the sec-
ondary droplets are created. The model tracks the growth of the
disturbance on the jet surface leading to the generation of droplets.
The surface structure obtained from the model is decomposed into
a combination of waves using a fast Fourier transform. Initially, a
disturbance, which is a combination of waves due to the nozzle
flow, is applied to the undistributed jet leaving the nozzle exit.
The initial disturbance is represented as

Rð0; xÞ ¼ R0 þ
1
n

Xn

i¼1

gi sinðxixþuiÞ ð16Þ

gi ¼ g0 � f ðkiÞ ð17Þ

where R is the initial jet radius at axial position x. R0 is the undis-
turbed jet radius, /i is the phase of the ith wave, and n is the number
of waves. gi is the initial amplitude, and g0 is the amplitude of the
most probable wave with a wavelength k0. f ðkiÞ is the value of the
normalized Gaussian distribution for the ith wave, where f ðk0Þ ¼ 1.
The tracking of the disturbance growth is accomplished using a 1-
D model approach,

@R2

@t
¼ � @R2u

@x
ð18Þ

@R2u
@t
þ @R2u2

@x
¼ �R2

ql

@pl

@x
þ
@pg

@x

� �
þ 2ml

@

@x
R2 @u
@x

� �
ð19Þ

where t is time and x is the axial coordinate with its positive direction
pointing in the flow direction of the jet. R = R(t, x) and u = u(t, x) are
the velocity and radius of the liquid jet respectively, as a function of
time and axial position, and ql and ml are the density and viscosity
of the liquid, respectively, pl is the pressure caused by the liquid sur-
face tension, and pg is the pressure exerted by the gas inertia.

The jet surface structure obtained from the model is divided into
a breakup zone and a liquid core. Drops are stripped from the break-
up zone after a breakup time is achieved and their number depends
on the mass of liquid in the breakup zone. The breakup time and the
drop size are obtained by solving Eqs. (18) and (19). To determine
the time of breakup, the increase in the total jet surface area due
to the growth of the unstable wave is tracked and compared to the
total surface area of the drops that will be formed at the time of
the breakup. When these two areas become equal, breakup occurs
and primary drops are formed. The reference wavelength and ampli-
tude of the initial disturbance are chosen as k0 ¼ 20 lm and
g0 ¼ 0:01k0, respectively (Yi and Reitz, 2003). This wavelength is
at the same order as the SMD of a typical high-speed diesel spray.
In fact, it is found that the effect of the above chosen values on the
prediction of the breakup time and drop size is negligible.

2.5. Secondary breakup model

The further breakup of already existing droplets into smaller
droplets takes place subsequently and is simulated by a secondary



Fig. 5. Computational mesh of the cylindrical chamber for model validation.

Table 1
Conditions for the gasoline sprays.

Fuel Gasoline

Ambient gas pressure 1–5 bar
Ambient gas density 1.15–5.8 kg/m3

Ambient gas temperature 300 K
Orifice diameter 130 lm
Number of orifices 10
Fuel temperature 300 K
Injection pressure 60–120 bar
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breakup model. The breakup of droplets takes place due to the
aerodynamic forces that are induced by the relative velocity be-
tween the droplet and the surrounding gas. In the model, unstable
waves are allowed to grow on the droplet surface due to these
aerodynamic forces leading to further atomization. The model used
for the secondary breakup is the hybrid KH/RT model (Patterson
and Reitz, 1998). The KH model is based on a first-order linear
analysis of the KH instabilities growing on the surface of a cylindri-
cal jet (Reitz, 1987). This model was previously applied to drop
atomization modeling by monitoring the surface wave growth rate
X and wavelength K (Reitz, 1987). Child droplets are formed when
breakup criteria are met.

The radius of the child drop (r0) is proportional to the wave-
length K of the most unstable surface wave,

r0 ¼ B0 �K ð20Þ

The constant B0 used in Eq. (20) determines the size of the drop-
let formed from a parent drop and is 0.61 for diesel sprays. This
constant describes the size of droplet compared to the wavelength
of the Kelvin–Helmholtz wave. The mass of the parent drop is re-
duced based on the mass conservation. The reduction of the radius
of the parent drop depends on the initial size of the parent drop (r)
and the breakup time s.

dr
dt
¼ � r � r0

s
ð21Þ

s ¼ 3:788 � B1
r

K �X
ð22Þ

The breakup time constant B1 used in Eq. (22) determines how
quickly the parent drop breaks up to form child droplets. This con-
stant has been given a variety of values between 10 and 60. How-
ever, for the simulation of direct injection spray, a value of 40 is
used in this study as recommended by Kong et al. (1999).

The RT model is based on the theory of Taylor (1963) on wave
stability. The interface between the gas and liquid is unstable when
the acceleration is directed into the gas and the unstable distur-
bances can grow with acceleration. Due to the deceleration of the
drop due to the drag forces, unstable waves can grow on the back-
side of the drop and the disintegration of the drop will take place
when a critical limit is achieved. The acceleration of the interface
of the gas and the drop due to the drag force can be found as

a ¼ 3
8

CD
qgu2

rel

qlr
ð23Þ

where CD is the drag coefficient of the drop, urel is the relative veloc-
ity between the gas and liquid drop, and qg and ql are the gas den-
sity and liquid drop density, respectively. The linear stability
analysis is used to find the growth rate X and the corresponding
wavelength K of the fastest growing wave. The new drop radius
and the breakup timescale can be determined from

r0 ¼ C3 � K
2

ð24Þ

s ¼ 1
X

ð25Þ

where r0 the radius of the new drop, C3 is a constant that changes
the radius of the new droplet and s is the breakup time. The model
tracks the time of the individual drop since last breakup. When
breakup time is reached, new drops are formed with radius r0 and
the breakup time is reset to zero.

In the secondary breakup region, both the KH and RT models are
allowed to grow the unstable waves simultaneously. The disinte-
gration of a drop will occur when one of the KH or RT models pre-
dicts breakup to occur.
3. Results and discussions

The present model with dynamic mesh refinement is applied to
simulate both gasoline and diesel sprays. The computational do-
main is a constant-volume cylindrical chamber with 100 mm in
diameter and 100 mm in length, as shown in Fig. 5. The average
mesh size is 5 mm prior to refinement. Note that the base mesh
is relatively coarse and the mesh will be refined in the spray region
by the present AMR algorithm. The experimental data used for gas-
oline spray validation include spray images and penetration data of
a 10-hole gasoline injector that is used in direct-injection gasoline
engines. The present model is also validated using the high-
pressure diesel spray data obtained from high-pressure, high-tem-
perature conditions in a constant-volume chamber (Siebers, 1998).
The model is also used to simulate gasoline spray in realistic en-
gine geometry.
3.1. Gasoline spray modeling

The test conditions for gasoline spray experiments are listed in
Table 1 and the nozzle geometrical parameters are given in Table 2.
The predicted spray drop distributions are shown in Fig. 6 for dif-
ferent simulation conditions. It can be seen that the predicted
spray penetration is shorter using a coarse mesh. The shorter pen-
etration is due to the fast diffusion of momentum on the coarse
mesh. Additionally, to some extent the collision model is mesh
dependent because only the particles in a particular cell participate
in collision. However, with the use of AMR based on the coarse
mesh, the fast diffusion of momentum can be avoided by using a
fine mesh in the spray region, which is similar to the use of a fine



Table 2
Nozzle geometry and injection parame-
ters for gasoline spray.

Injection
type

Pulsed (velocity
profile)

r/d 0.03
l/d 3.3
Aconst 4.0
Cone angle 9�
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mesh. Thus, the predicted spray structure and droplet distribution
using AMR on the coarse mesh are similar to those predicted using
the fine mesh. These results indicate that the present AMR algo-
rithm can be used to obtain the same level of accuracy in spray
modeling without the need to use a very fine mesh (e.g., Fig. 6c).
As a result, a speed-up in computer time can be achieved. A study
on the speed-up due to use of AMR has been reported in detail in a
previous publication (Xue and Kong, 2009).

The numerical results are compared with experimental data on
spray structure and liquid penetration. Experimental data on both
the gasoline spray (Yi, 2009) and diesel sprays (Siebers, 1998) are
used for model validation. The predicted liquid penetration length
is defined as the location from the nozzle within which 95% of the
total liquid mass is contained. This definition is commonly used for
comparing numerical and experimental penetrations (Yi and Reitz,
2003).
Fig. 6. Predicted drop and vapor distributions of the gasoline spray at 1.6 ms after inje
temperature 300 K and orifice diameter 130 lm).
Fig. 7 shows the comparison of the experimental images (Yi,
2009) and the predicted drop distributions for injection pressure
100 bar and back pressure 1 bar at 0.7 ms after injection. The spray
penetrations predicted by the model are in good agreement with
the experimental data. Qualitatively speaking, the predicted drop-
let distribution is also satisfactory. Fig. 8 shows the comparison at
1.6 ms after injection with the same conditions. The spray struc-
ture and the droplet distribution are well predicted using the pres-
ent model.

The effects of back pressure on the penetration of gasoline
sprays are also modeled and the results are compared with the
experimental data, as shown in Fig. 9. The level of back pressure
will affect the momentum of the spray. With an increase in back
pressure, the drag force experienced by spray particles increases,
which will enhance the early breakup of droplets but reduce the
spray tip penetration. The injection pressure is maintained con-
stant and the back pressure is varied in this study. The experimen-
tal penetration data of the gasoline spray are obtained by
measuring manually from images. Some of the results do not fol-
low a particular trend (linear or exponential). The predicted pene-
tration decreases as the back pressure increases, as also observed
in the experiments. The simulation over-predicts the penetration
in the 1 bar case as compared to the experimental data. This dis-
agreement can be attributed to the uncertainties in the manual
measurements of the penetration and the empirical constants used
in the spray models. However, it should be noted that same model
ction (injection pressure 100 bar, back pressure 1 bar, gas density 1.16 kg/m3, gas
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Fig. 7. Experimental image and predicted spray structure of the gasoline spray at 0.7 ms after injection. Injection pressure, back pressure, gas density, gas temperature and
orifice diameter are 100 bar, 1 bar, 1.16 kg/m3, 300 K and 130 lm, respectively.
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Fig. 8. Experimental image and predicted spray structure of the gasoline spray at 1.6 ms after injection. Injection pressure, back pressure, gas density, gas temperature and
orifice diameter are 100 bar, 1 bar, 1.16 kg/m3, 300 K and 30 lm, respectively.

Fig. 9. Effects of back pressure on the liquid penetration history. Injection pressure, gas density, gas temperature and orifice diameter are 100 bar, 1.16–5.78 kg/m3, 300 K and
130 lm, respectively.
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constants are used for both gasoline and diesel spray modeling.
The agreement in most of the cases studied is reasonably well.
The uncertainties in experimental data can further be observed
in Fig. 10, where the measured penetrations of both injection pres-
sure of 100 and 120 bar almost overlap on each other. In Fig. 10,
the predicted spray penetrations using different injection pres-
sures are compared with experimental data. Speaking overall, the
simulation results agree with experimental data in which liquid
penetrations increase with increased injection pressure. The model
is able to predict the trend as well as the actual liquid penetration
length. Overall speaking, the present primary atomization model
and the hybrid KH/RT model with dynamic mesh refinement are
able to predict the spray penetration and spray structure correctly.

3.2. Diesel spray modeling

The model is further validated by comparing the simulation
results with the experimental diesel spray data under various
conditions (Siebers, 1998). The liquid length is the maximum axial
penetration of the liquid phase fuel in a vaporizing diesel spray.
The parameters that are varied include the orifice diameter, fuel
temperature, and ambient gas temperature and density. The condi-
tions are given in Table 3.

The effect of the ambient gas density on the liquid length is
shown in Fig. 11. Note that the liquid penetration reached a stea-
dy-state length due to the continuous vaporization of leading
drops. The simulation results show that the liquid length decreases
with increased ambient gas density since it is more difficult for
drops to penetrate in a high-density environment. The model re-
sults agree well with the experimental data for the 850 K and
1000 K cases. The model over-predicts penetration for the 1300 K
case, particularly at the higher density region. This deviation can
be attributed to the inability of the model at the higher density
and temperature conditions in which there is less diffusive of
momentum. Such outcomes may provide guidelines for future
model improvement. The results are re-plotted in Fig. 12 such that



Fig. 10. Effects of injection pressure on the liquid penetration history. Back pressure, gas temperature and orifice diameter are 3 bar, 3.47 kg/m3, 300 K and 130 lm,
respectively.

Table 3
Conditions for the diesel spray.

Fuel HMN (C16H34)

Ambient gas density 3.3–60 kg/m3

Ambient gas temperature 700–1300 K
Fuel temperature 375–440 K
Orifice diameter 100–500 lm
Orifice pressure drop 130–150 MPa
Number of orifices 1
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the effect of ambient temperature on the liquid length can be read-
ily identified. Simulation results follow the general trend that the
liquid length decreases with increased gas temperature due to high
vaporization rate of liquid fuel in high-temperature environments.
The model also slightly over-predicts the liquid length at the high
temperature condition, and this might be due to the same reason
given above.

Fig. 13 shows the variation of the liquid length with the orifice
diameter. The liquid length increases linearly with an increase in
the orifice diameter. This is because a small nozzle hole produces
small drops that atomize and vaporize more easily. Additionally,
the large drops resulting from the large orifice have higher
Fig. 11. Liquid length as a function of the ambient gas density. The injection pres
momentum to penetrate farther into the combustion chamber. In
the actual diesel engine application, a smaller orifice is generally
preferred due to its capability to produce better fuel–air mixing
to reduce soot emissions (Pickett and Siebers, 2004).

The effect of the fuel temperature on the liquid length is also
modeled and the results are compared with the experimental data
as shown in Fig. 14. The decrease in the liquid length with in-
creased fuel temperature is predicted correctly using the present
model. A high fuel temperature enhances vaporization and thus re-
duces the liquid penetration. The effects may seem small, however,
this is due to the small temperature range studied, i.e., 375–440 K.
The effect of fuel temperature on the liquid length is more pro-
nounced at the low ambient gas temperature condition. For in-
stance, the decrease in the liquid length is approximately 10% for
a 65 K increase in the ambient temperature for ambient density
of 14.8 kg/m3 and temperature of 995 K.

It should be noted that traditionally the gasoline spray and die-
sel spray are modeled using different breakup models (Kong et al.,
1999). The model by O’Rourke and Amsden (1987) has been widely
used for gasoline spray breakup simulation while the KH–RT model
(Patterson and Reitz, 1998) is used for diesel spray modeling. De-
spite that the KH–RT model was used for gasoline hollow-cone
spray modeling by Beale and Reitz (1999), the primary jet breakup
sure, fuel temperature and orifice diameter are 136 MPa, 438 K and 246 lm.



Fig. 12. Liquid length as a function of ambient gas temperature. The injection pressure, fuel temperature and orifice diameter are 136 MPa, 438 K and 246 lm, respectively.

Fig. 13. Liquid length as a function of orifice diameter. The injection pressure and fuel temperature are 135 MPa, and 438 lm, respectively.

Fig. 14. Liquid length as a function of fuel temperature. The injection pressure and orifice diameter are 135 MPa, and 246 lm, respectively.
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Fig. 15. Computational mesh of the present gasoline engine.

Table 4
Conditions for the present direct-injection gasoline engine.

Bore and stroke (cm) 10.375 and 10.755
Engine speed (rpm) 1000
Fuel Gasoline
Initial gas temperature and pressure 300 K and 1 bar
Orifice diameter and fuel temperature 100 lm and 300 K
Number of orifices 6
Computation duration 300–720 ATDC
Start of injection 400 ATDC
Injection duration 60 ATDC
Injected fuel mass 0.060 g/s
Averaged injection velocity (cm/s) 13,500
Intake valve (open/closure) 370/608 ATDC
Exhaust valve (open/closure) 106/372 ATDC
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was not modeled and thus a prescribed initial drop size distribu-
tion was used to initiate the breakup process. The new contribu-
tion of the present study is to use an integrated nozzle flow
Fig. 16. Predicted fuel drop distributions and fuel vapor mass fraction on two views at
fraction.
model and primary and secondary breakup models to simulate
both gasoline and diesel sprays. Model results are in good agree-
ment with experimental data over a wide range of conditions with-
out adjustments in model constants. Additionally, the present
dynamic mesh refinement also allows the user to use a coarse
baseline mesh for efficient computation.
3.3. Direct-injection gasoline engine modeling

The present model is also applied to simulate the in-cylinder
spray process in a direct-injection gasoline engine. The computa-
tional mesh is shown in Fig. 15. The bore is 103.75 mm and the
stroke is 107.55 mm. A baseline coarse mesh on this geometry
has approximately 80,000 cells and a further refined mesh would
be computationally expensive. Thus, it is appropriate to use a
coarse mesh with dynamic mesh refinement that can provide
proper grid resolution in the spray region to avoid the use of a very
420 ATDC. The injection timing was 400 ATDC. The scale shown is the fuel mass



Fig. 17. Predicted fuel drop distributions and fuel vapor mass fraction on two views at 440 ATDC. The injection timing was 400 ATDC. The scale shown is the fuel mass
fraction.
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fine mesh. Note that this study is focused on the application of dy-
namic mesh refinement and spray models. Benchmark studies on
computer time using different mesh densities are not performed.
More details on the comparison of computer times using different
meshes can be found in Xue and Kong (2009).

The engine operating conditions are given in Table 4. Figs. 16
and 17 show the liquid drop distribution on two different views
at two different times. Note that this particular injector was de-
signed to have asymmetric nozzle arrangement. Five nozzles point
towards one side, and the other nozzle point towards the other
side. Thus, the spray patterns shown in the figures are not symmet-
ric. This nozzle arrangement was designed to achieve desirable
mixture distributions in the cylinder considering the intake flow
structure and combustion chamber geometry (Yi, 2009). The mesh
and fuel vapor mass fraction on a cut-plane are also shown. The
cut-plane is across two fuel jets and through the center of the cyl-
inder. It can be seen that locally fine mesh is generated in the spray
region in order to increase the spray modeling accuracy. It is worth
noting that the primary concern in a direct-injection engine is the
proper mixing of fuel and air within a relatively short timescale
during engine operation. The mixture distribution will further
affect the combustion and emissions performance of an engine.
Despite that in-cylinder experimental data are not available for
detailed model validation, this study demonstrates that the pres-
ent model together with the AMR algorithm can be applied to
engine simulation under realistic geometries and conditions with
piston motion and moving boundaries.
4. Conclusions

In this study various spray submodels are implemented, includ-
ing a nozzle flow model, a primary jet breakup model, and a second-
ary drop breakup. The overall model is validated using experimental
data of low-pressure gasoline sprays and high-pressure diesel
sprays. Good levels of agreement are obtained in liquid penetration
and spray structure under various operating conditions.

The model predicts correctly the liquid penetration history of
the present gasoline spray for different injection pressures and
ambient pressures. In the diesel spray validation, the model is also
able to capture the effects of various parameters on the liquid pen-
etration, including ambient gas temperature and density, injection
pressure, fuel temperature, and nozzle diameter. This study dem-
onstrates that the present model with mesh refinement schemes
can be successfully applied to engine spray simulation with satis-
factory performance.

The application of adaptive mesh refinement in modeling real-
istic engine geometries is also demonstrated in this study. The
present mesh refinement scheme can allow the use of a coarse
baseline mesh for better computational efficiency.
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